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ABSTRACT  

The purpose of this study was to determine the effect of project risk management on performance of health 

systems Digitalization projects in public hospitals in Nyeri County of Kenya. The study used a descriptive research 

design and targeted sixty five (65) hospital departmental heads from all the five (5) Public Hospitals in Nyeri 

County. The study targeted all the five public hospitals in Nyeri County and targeted all the sixty five (65) 

departmental heads. Primary data was collected using questionnaires which were dropped and picked later by 

the researcher. Secondary data was obtained from corporate handbooks such as hospital’s strategic plans as well 

as a perusal of the financial statements of the hospitals. Descriptive and regression analysis were conducted with 

the aid of SPSS. There was a significant relationship (F=0.360, P=0.012) between risk management and project 

performance. Risk management had a strong positive correlation (r=0.899) with project performance. 

Approximately 80.10% of the variation in the project performance (the dependent variable) was explained by 

variability in the independent variables. Project risk identification (p=0.032), project risk analysis (p=0.043), 

project risk response planning (p=0.032) and project risk monitoring and control (p=0.022) were all statistically 

significant. Project risk identification (β =0.768) was found to the most affecting. It was concluded that project 

risk management was key to influencing the level of project performance. The study recommended training of 

staff at all levels on different aspects of project risk management to enhance project performance. 

 

Key Words: Project risk identification, project risk analysis, project risk response planning, project risk monitoring 

and control and project performance  
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INTRODUCTION 

Mobey & Parker (2002) asserts that in order to 

boost the potential and chance of a proposed 

project succeeding, it is necessary for the 

organisation to understand the impending risks. 

This can be achieved through systematic and 

quantitative assessment of risks, modelling possible 

causes and effects, and then selecting appropriate 

approaches of dealing with the risk exposures. To 

ensure effective management of all risk exposures, 

the risk process needs to be explicitly integrated 

into the business or organisational decision-making 

process. Cervone (2006) describes risk management 

as a continuous business process that involves the 

identification, analysis, evaluation, and treatment of 

loss exposures as well as an incessant monitoring 

and control procedure to the risks identified.  Burke 

(2013) posits that Risk Management is a human 

activity which integrates recognition of risk, risk 

assessment, development of strategies to manage 

those exposures, and mitigation of risk using 

managerial resources.   McNeil, Frey, & Embrechts 

(2015) add that risk management as a business 

process involves a focused assessment and 

ascertainment of project viability through feasibility 

studies, analysing and controlling the potential risks 

involved in order to minimize loss, planning 

accordingly in order to alleviate risk and lastly 

avoiding or suspending projects that are considered 

too risky yet less profitable and thus enhancing the 

performance of the projects and that of the 

organisation.   

Ward & Chapman (2003) argue that project risk 

management involves an informed and thorough 

identification, assessment, and prioritization of risks 

and then the application of resources to reduce, 

monitor, and control the chance and/or impact of 

ill-fated events or to take full advantage of viable 

opportunities.  Saunders, Cornett, & McGraw (2006) 

presents some antecedents of loss as financial risks, 

operational risks such as labour strikes, perimeter 

risks, strategic risks including management changes 

or loss of reputation. According to Elkington & 

Smallman (2002), there exists strong positive 

association between the amount of risk 

management undertaken in a project and the level 

of success of the project or rather the performance 

of a project.  Pennock & Haimes (2002) outlines the 

basic principles of project risk management arguing 

that a viable process should create value for the 

organisation and be tailored to the needs of the 

business. The process should also take into account 

human factors involved, besides being transparent 

and inclusive. It should also be dynamic, interactive 

and responsive to change. The writer adds that the 

Risk Management process should be integrated as a 

function of organization and capable of continual 

improvement and enhancement and be utilised as a 

useful tool of decision making. Finally, the Risk 

Management function should explicitly address 

uncertainty, be systematic and structured, and 

based on the best available information.   

Digitalization of business and organisational 

systems has tremendously improved the way 

businesses operate in their respective industries 

(Stoneburner, Goguen, & Feringa, 2002). 

Digitisation of systems not only ensures business 

survival in the age of intense competition but can 

also be a key source of competitive advantage. 

Computerisation ensures a fir achieves better 

records organisation and makes the staff and 

businesses more self-sufficient as they can do tasks 

that were previously outsourced. Computers also 

increase efficiency in terms of operational costs and 

allow speedy completion of tasks besides boosting 

Sales especially through E-Marketing platforms such 

as hospital websites. The above discussion 

demystifies why many health care providers have 

continued to introduce digital systems as a way of 

enhancing performance.  

Nyeri County is among the 47 counties established 

by the new constitution of 2010 in Kenya and is 
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situated in the central region Kenya. The county 

covers an area of 2,475.4 Km2 and borders Laikipia 

County to the north, Kirinyaga County to the east, 

Murang‘a County to the south, Nyandarua County 

to the west and Meru County to the northeast. The 

extremely productive County lies in the Central 

Highlands and stands approximately 150 km North 

of Nairobi. Nyeri County stands in the middle of two 

mountain massifs -the western slopes of Mount 

Kenya and the eastern base of the Aberdares. The 

county has five public hospitals namely; Nyeri 

County Referral (PGH Nyeri) Hospital which is a 

referral facility situated in Nyeri Town Sub County, 

Mt. Kenya Sub County Hospital which is a Sub 

county facility situated in Nyeri Town Sub County, 

Mukurwe-ini Sub County Hospital which also a Sub 

county facility located in Mukurwe-ini Sub County, 

Othaya Sub County Hospital which is a Sub county 

facility located Othaya Sub County and finally 

Karatina Sub County Hospital which is again a Sub 

county facility situated in Mathira Sub County. 

Problem Statement  

Increased demand for superior services coupled 

with organizational appetite for reduced 

operational costs and improved efficiency has led to 

the introduction of Digitalization projects in 

businesses with health facilities undertaking 

projects on introduction of Hospital Information 

Systems. Ball (2003), observes that in spite of this 

momentum of change, more than 50% of 

Information Systems projects fail through the 

different stages of project cycle. Nyeri County has 

not been spared either and the administration 

agrees that there has been numerous drawbacks on 

implementation leading to poor performance of the 

projects. Available studies present empirical, 

methodological and contextual gaps on the need to 

consider an expanded framework of variables 

making up the risk management process, the need 

to shift focus from vendor’s perspective to a client’s 

perspective. The study therefore focused on Risk 

Management and its effect on Performance of 

Health Systems Digitisation Projects and was 

considered critical in guiding key policy decisions in 

IS strategy implementation not only for hospitals 

but the businesses world at large. 

Purpose of the Study  

To determine the effect of project risk management 

on performance of health systems Digitalization 

projects in public hospitals in Nyeri County of 

Kenya. The objectives of the Study were:-  

 To establish the effect of Project Risk 

Identification on the performance of health 

systems Digitalization projects in public 

hospitals in Nyeri County of Kenya. 

 To determine the effect of Project Risk Analysis 

on the performance of health systems 

Digitalization projects in public hospitals in 

Nyeri County of Kenya. 

 To assess the effect of Project Risk Response 

Planning on the performance of health systems 

Digitalization projects in public hospitals in 

Nyeri County of Kenya. 

 To establish the effect of Project Risk 

Monitoring and Control on the performance of 

health systems Digitalization projects in public 

hospitals in Nyeri County of Kenya. 

Hypotheses  

H01:   Project Risk Identification does not have a 

statistically significant effect on the 

performance of health systems 

Digitalization projects in public hospitals in 

Nyeri County of Kenya. 

H02:   There is no significant relationship between 

Project Risk Analysis and the performance 

of health systems Digitalization projects in 

public hospitals in Nyeri County of Kenya. 

H03:   There is no statistically significant effect of 

Project Risk Response Planning on the 

performance of health systems 
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Digitalization projects in public hospitals in 

Nyeri County of Kenya. 

H04:   Project Risk Monitoring does not have a 

statistically significant effect on the 

performance of health systems 

Digitalization projects in public hospitals in 

Nyeri County of Kenya. 

LITERATURE REVIEW  

Theoretical literature  

The study was anchored upon a number of theories 

which include portfolio theory, network theory and 

prospect theory. The main guiding theory was 

however be the Portfolio Theory as applied in 

project risk management. Norazian, Hamimah, & 

Ahmad Faris (2008) observe that Portfolio theory of 

project investment tries to maximize portfolio 

expected return for a given amount of portfolio risk. 

Put in other words, it seeks to equivalently minimize 

risk for a given level of expected return, by carefully 

choosing optimal project proportions. The concept 

first originated from Sharpe (1970)  but later 

developed by authors such as De Reyck (2005) who 

presents the Portfolio Theory as a mathematical 

formulation of the concept of diversification in 

investing. The basic aim of the model is the 

selection of an optimal collection of investment 

projects that has jointly lower risk than any 

individual project. With application to project risk 

management, the portfolio theory allows the 

analysis of risk sensitivities inherent to each project 

(Turner, 2014). This then serves as the basis for 

determining confidence levels across the project 

portfolio. The assimilation of cost and schedule risk 

management with methods of establishing 

contingency and risk response strategies, facilitate 

business establishments to gain an objective view of 

a project uncertainties. Technically speaking, the 

portfolio theory models project performance as 

being normally distributed. The model presents 

project risk as the standard deviation of project 

objectives and models project portfolio as the 

weighted combination of project. As such, the 

portfolio theory suggests that the achieved 

portfolio success is the weighted arrangement of 

the project performance (Jeffery & Leliveld, 2004). 

The portfolio theory as applied in project risk 

management pursues the reduction of the total 

variance of the portfolio return. The Portfolio 

theory however makes fundamental assumptions 

that investors are rational and that markets are 

efficient 

Tatnall and Gilding (2005) fronted wide applicability 

of the network theory and associated models in 

project risk management as an integral field in the 

broad finance discipline. Pryke (2005) describe a 

network as an abstract structure that captures only 

the basics of link or association patterns. The fact 

that networks involve generalized patterns means 

that tools developed for analysing, modelling and 

understanding networks can theoretically apply 

across disciplines. Network theory indicators are 

often applied to the project risk management field 

especially in assessment of risk exposures. The basic 

premise of the network theory is the breaking down 

of system like economics, society or the 

environment into a collection of points connected 

by lines. By so doing, it is then useful in predicting 

certain outcomes (Cicmil & Hodgson, 2006).  The 

application of network theory tools to risk 

assessment allows computational limitations to be 

dealt with which then results to a broader coverage 

of events with a narrower range of uncertainties. 

The research at hand is based on network theory to 

deal with risk assessment and interactions in 

hospital Digitalization projects in Public hospitals in 

Nyeri County. As a matter of fact, (Saunders et al., 

2006) observes that IS projects are exposed to 

many mutually supporting risks of various nature, a 

condition that complicates the process of managing 

them. The network theory is of great value to the 

study at hand and is particularly useful in identifying 

key elements in the project structure and 
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interrelated risks potentially affecting a project 

(Pearlson & Saunders, 2004). The process of 

modelling project risk networks requires the 

involvement of the project manager and other 

stakeholders acting in the risk management 

process. 

The prospect theory was first fronted by Kahneman 

& Tversky (1979) and later developed by the same 

authors in 1990 more accurate description of 

decision making, compared to the expected utility 

theory. The theory presents a behavioural economic 

model that attempts to explain the approach used 

by people in making decisions between probabilistic 

alternatives that involve risk, where the 

probabilities of outcomes are known. Barberis 

(2012) presents the basic premise of the prospect 

theory as the proposition that people value gains 

and losses differently. As such, people, the theorists 

posit base decisions on perceived gains rather than 

perceived losses. This school of thought implies that 

if a person encounters two equal choices, one 

expressed in terms of possible gains and the other 

in possible losses, people would choose the one 

expressed in terms of potential benefits or gains.  

According to Abdellaoui, Bleichrodt, & Paraschiv 

(2007), the prospect theory presents the decision 

processes as one that involves two stages, the first 

being editing, where the outcomes of a decision are 

ordered according to a certain heuristic experience. 

At this stage, people select the outcomes they 

consider equivalent, then set a reference point and 

finally consider lesser outcomes as losses and 

greater ones as gains. The next evaluation phase 

sees the people behave as if they would compute a 

value (utility), on the basis of potential outcomes 

and their associated probabilities, and then choose 

the alternative having a greater utility (Wakker, 

2010). Project Risk Management involves decision 

making as an integral process and as such, the 

theory will find application in the study at hand. The 

study will guide the Project Risk Identification, 

Project Risk Analysis, Project Risk Planning and 

Project Risk Monitoring and Evaluation as key 

objectives pursued by the study at hand. This is 

particularly so because these elements of the risk 

management process involve major decision making 

scenarios (Larson & Gray, 2011). 

Empirical Literature  

Project Risk Management and Project Performance 

Rabechini and Monteiro (2013) study findings 

indicated that adopting risk management practices 

has a significant positive impact on project success. 

Kishk & Ukaga (2008) study reported that the 

project schedule overrun of the two projects 

resulted in huge amounts of lost earnings for the 

organisation. As such, the study established and 

concluded that the cause of the projects failure can 

be directly related to the extent of risk 

management embarked on. As such, there is strong 

evidence to state that the level of risk management 

undertakings during a project impacts directly on 

the success or otherwise of the project. The 

researcher recommends that risk management be 

integrated as part of the project execution and 

should be evident throughout the project life cycle. 

Project Risk Analysis and Project Performance 

Kinyua et al. (2015) study findings indicated that an 

effective risk management practice especially the 

risk analysis procedures and tools helps the ICT 

enterprises to identify and quantify risks and aid in 

developing appropriate control strategies such as 

risk reduction policies. The researcher identified a 

statistically significant positive relationship between 

project risk analysis and ICT project performance for 

SMEs in Kenya. Didraga (2013) in the study on the 

role and effects of risk management in IT Projects 

Success in Romanian IT companies found out that 

Project Risk Analysis impacts positively on both 

subjective and objective measures of Project 

performance.  
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Project Risk Response Planning and Project 

Performance 

Gitau (2015)  indicated that risk management 

practices at planning stage had an effect on project 

performance. Findings indicated that most 

construction projects in Rwanda had some input 

from a qualified engineer and architect.  The study 

established a strong link between project risk 

response planning and project performance 

indicated by both cost and schedule indicators. 

Didraga (2013) in the documentary review study on 

the role and effects of risk management in IT 

Projects Success in Romanian IT companies 

established a strong link between Project Risk 

Response Planning and Project performance 

indicated by both objective and subjective 

measures. Raz, Shenhar, & Dvir (2002)  study 

established that risk management practices are still 

not widely used in projects in Israel. As such, just a 

few projects had used any kind of risk management 

practices.  The study further established existence 

of a link between risk response planning and project 

success indicated by process as well as product 

performance. The study further found out that risk 

management practices were mostly applied to 

higher risk projects.  

Project Risk Monitoring and Control and Project 

performance 

Jun et al. (2011) the findings established that 

project monitoring and control makes a greater 

contribution to process performance under low 

levels of inherent uncertainty. On the other hand, 

user participation makes a greater contribution to 

product performance under high levels of inherent 

uncertainty. Oehmen, Olechowski, Kenley, & Ben-

Daya (2014) undertook a study on the effect of risk 

management practices on the performance of new 

product development programs. The study was 

based on a survey of 291 product development 

programs. Study results indicate that risk 

management practices are directly associated with 

three outcome measures namely improved decision 

making, program stability and problem solving. The 

findings further established a strong link between 

monitor and control of risks with project 

performance. Didraga (2013) established a strong 

link between Project Risk Monitoring and Control 

and Project performance indicated by both 

objective and subjective measures.  

METHODOLOGY  

The study used a descriptive research design, a 

choice justified by the fact that the research study 

aims at describing and elucidating the 

characteristics associated with the subject 

population. The study targeted sixty five (65) 

hospital departmental heads from all the five (5) 

Public Hospitals in Nyeri County. The study targeted 

all the five public hospitals in Nyeri County and 

targeted all the sixty five (65) departmental heads. 

Primary data was collected using questionnaires 

which were dropped and picked later by the 

researcher. Secondary data was obtained from 

corporate handbooks such as hospital’s strategic 

plans as well as a perusal of the financial 

statements of the hospitals. The collected data was 

cleaned, edited and then entered into the Statistical 

Package for the Social Sciences (SPSS) software 

(data view) in readiness of the actual analysisThe 

main inferential statistics were the correlation 

analysis output, multiple linear regression model 

and Analysis of Variance (ANOVA) output. 

FINDINGS  

Descriptive Statistics  

Project Performance  

The indicators of performance were borrowed from 

the balance score card and included cost (budget), 

quality (scope), schedule (time), customer metrics 

(acquisition and retention), and learning and growth 

measures (talent retention and attraction). The 

mean of the means of all the factors assessed stood 
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at (4.01) which demonstrated in general, high level 

of project performance with regard to by cost 

(budget), quality (scope), schedule (time), customer 

metrics (acquisition and retention), and learning 

and growth (talent retention and attraction) 

measures. The average standard deviation stood at 

(0.84) and was indicative that the data was held 

close to the mean affirming the high level of project 

performance indicated by cost (budget), quality 

(scope), schedule (time), customer metrics 

(acquisition and retention), and learning and growth 

(talent retention and attraction) measures. 

Table 1: Project Performance  

 N Min. Max. Mean SD 

The project management team is effective in controlling project related costs 50 3.00 5.00 4.1800 .69076 

The Project Management team has and follows keenly a clear implementation 

timeline for the project 

50 3.00 5.00 4.3000 .58029 

The Project has improved customer service and attracted new clients to the 

hospital 

50 1.00 5.00 3.4800 1.07362 

The project has created loyalty among the hospital customers 50 1.00 5.00 4.0600 1.01840 

The project has resulted in improved talent acquisition and retention in the 

workforce 

50 2.00 5.00 4.0400 .83201 

Valid N (listwise) 50     

Project Risk Identification 

Table 2 presented statistics on the level of 

application of various risk identification tools and 

techniques for the hospital systems digitization 

projects. The mean of the means for the application 

of various project risk identification tools and 

techniques stood at (3.96). This generally indicated 

high level of application of risk identification tools 

and techniques with regard to public hospitals’ 

systems digitization projects in Nyeri County, Kenya. 

Table 2: Application of Risk Identification Tools 

 N Min Max Mean STD 

Use of risk checklists 50 1.00 5.00 3.5400 1.12866 

Use of risk tables 50 2.00 5.00 3.5200 .99468 

Application of risk break down structures 50 2.00 5.00 4.0000 .78246 

Use of event trees 50 2.00 5.00 3.8600 .83324 

Use of defect trees 50 2.00 5.00 3.8600 .72871 

Use of brainstorming sessions 50 3.00 5.00 4.4600 .67643 

Use of risk profiles 50 3.00 5.00 4.2200 .70826 

Use of external consultants (Delphi technique) 50 3.00 5.00 4.2200 .61578 

Valid N (listwise) 50     

Table 3 presented statistics on responses regarding 

the hospital project risk identification condition for 

the systems digitization projects in various public 

hospitals in Nyeri County. The mean of the means 

stood at (3.98) which demonstrated high 

application of various project risk identification 
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processes. The average standard deviation stood at 

a low of (0.65) which demonstrated that the data 

was held close to the mean further affirming the 

high level of application of project risk identification 

processes. Most respondents recommended more 

stakeholder engagement in project risk 

management to ensure more productive 

identification of project risks. 

Table 3: Project Risk Identification Conditions 

 N Min. Max. Mean STD 

The hospital management created ample awareness to stakeholders 

before project introduction 

50 3 5 4.0800 .75160 

The expected impact of the hospital Digitalization project is understood 

and appreciated by most employees. 

50 4 5 4.7600 .43142 

Stakeholder concerns about the hospital systems Digitalization project 

are acted upon promptly 

50 2 5 3.7600 1.04119 

Project managers are committed in ensuring risks are identified and 

acted upon in a timely manner.  

50 2 5 3.9000 .97416 

Screening of project risks and taking appropriate measures influences 

project schedule performance. 

50 1 4 3.1200 .82413 

Effective risk identification process enable organization taking correct 

measures that influence project budget performance. 

50 2 5 4.1600 .79179 

The tools used by the hospital project managers for risk identification are 

efficient in discovery of risks. 

50 2 5 4.0800 .82906 

Valid N (listwise) 50     

 

Project Risk Analysis 

Table 4 presented statistics on the level of 

application of various risk analysis tools and 

techniques. The mean of the means of the 

individual risk analysis tools utilised in the hospital 

digitisation projects stood at (4.03). This indicated 

generally a high level of application of the different 

risk analysis tools available. The average standard 

deviation stood at a low of (0.89) which indicated 

that the data on these variables were held close to 

the mean which underlines the high level of 

application of the project risk analysis tools. 

Table 4: Application of Risk Analysis Tools 

 
N Min Max Mean STD 

Scenario analysis 50 1 5 3.7600 1.30243 

Decision trees 50 3 5 4.4000 .67006 

PERT Diagrams   50 3 5 4.4000 .72843 

Risk Assessment forms 50 3 5 4.2800 .70102 

Risk mapping  50 1 5 3.9200 1.10361 

Risk Breakdown Matrix 50 1 5 4.1600 1.05676 

Score Analysis 50 2 5 3.9400 .89008 
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Monte Carlo Simulation 50 3 5 3.3800 .69664 

Valid N (listwise) 50     

Table 5 represented statistics regarding the extent 

to which various risk analysis activities, processes or 

procedures were undertaken for the hospital 

digitisation projects. The mean of the means with 

regard to the various risk analysis processes stood 

at (3.50) with the average standard deviation 

standing at a low of (0.80) which represent large 

application of various risk analysis undertakings 

with minimal variations of observations from the 

mean. To make the project risk analysis process 

more effective, study participants proposed more 

orientation of stakeholders on this. 

Table 5: Project Risk Analysis Condition 

 N Min. Max. Mean Std. Dev 

The tools employed by the hospital management in risk analysis in the 

Hospital Digitalization Project are viable and effective. 

50 1 4 3.1800 .80026 

The hospital management utilizes both internal and external human 

resources in risk analysis process. 

50 3 5 4.2200 .70826 

Risk analysis helps in creating a better understanding of risk impacts in 

the hospital 

50 1 5 4.1000 .88641 

The Hospital management conducts both qualitative and quantitative risk 

analysis with regard to the hospital systems Digitalization project. 

50 1 4 2.5000 .78895 

Valid N (listwise) 50     

 

Project Risk Response Planning 

Table 6 presented statistics on the extent of 

application of various project risk response tools 

and procedures. As indicated by the mean of the 

means which stood at (4.01), there is generally high 

application of various tools, procedures and 

activities pertaining to project risk response 

planning in the public hospitals in Nyeri County. The 

average standard deviation stood at factors was 

(0.94) which demonstrated that the responses were 

closely held about the mean affirming the condition 

of wide application of the project risk response 

planning tools, procedures and activities for the 

hospital systems digitization projects in public 

health facilities in Nyeri County.  

Table 6: Application of Risk Response Tools 

 
N Min. Max. Mean Std. Deviation 

Project action plan 50 1 5 3.9400 1.11410 

Project brief 50 1 5 3.4800 .95276 

Feasibility and viability study 50 1 5 3.7600 .91607 

Project life cycle chart 50 1 5 4.2400 .82214 

Project specifications 50 1 5 4.5400 1.03431 

Programme of work 50 3 5 4.2400 .59109 

Labour Schedule 50 1 5 3.8600 1.16075 
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N Min. Max. Mean Std. Deviation 

Project action plan 50 1 5 3.9400 1.11410 

Project brief 50 1 5 3.4800 .95276 

Feasibility and viability study 50 1 5 3.7600 .91607 

Project life cycle chart 50 1 5 4.2400 .82214 

Project specifications 50 1 5 4.5400 1.03431 

Programme of work 50 3 5 4.2400 .59109 

Labour Schedule 50 1 5 3.8600 1.16075 

Valid N (listwise) 50     

Table 7 presented statistics on the level of 

application of various risk responses on the hospital 

systems digitisation projects. The mean of the 

means with regard to application of various project 

risk responses stood at (3.88) which indicated that 

they were applied to a great extent. The average 

standard deviation for the application of various risk 

responses stood at (1.02) which indicates that the 

observations with regard to these responses were 

closely held to the mean. This further underlined 

the high level of application of the various risk 

responses for the hospital systems digitisation 

project. Involvement of all stakeholders with 

interest in the hospital digitisation projects was 

fronted as a key improvement option for the risk 

response planning in the public hospitals. 

Table 7: Application of Project Risk Responses 

 N Min Max Mean Std. Deviation 

Risk mitigation 50 1 5 4.1400 1.16075 

Risk prevention 50 1 5 3.8400 .79179 

Risk avoidance 50 1 5 3.7200 .96975 

Risk acceptance 50 3 5 4.1400 .72871 

Risk transfer 50 1 5 3.7400 1.20898 

Risk out-sourcing 50 1 5 3.7000 1.23305 

Valid N (listwise) 50     

 

Project Risk Monitoring and Control 

Table 8 showed the extent to which various risk 

monitoring and control processes were applied in 

the hospital digitisation projects for public hospitals 

in Nyeri County. It is important to note that the 

means with respect to all the risk monitoring and 

control processes were all above 4. The mean of the 

means with regard to the application of these 

processes stood at (4.33) indicating a wide level of 

application of project risk monitoring and control 

processes. The average standard deviation for the 

individual factors under project risk monitoring and 

control stood at (0.89) which demonstrated that the 

observations were largely close to the mean 

affirming the high application of project risk 

monitoring and control processes. Improving the 

frequency with which monitoring and control is 
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done is outlined as the most viable improvement 

option to ensure success of the hospital systems 

digitisation project. 

Table 8: Application of Project Risk Monitoring and Control Processes 

 
N Min Max Mean Std. Deviation 

Risk assessment 50 1 5 4.2800 1.01096 

Risk audit 50 3 5 4.5000 .64681 

Trend analysis 50 1 5 4.1000 1.05463 

Technical performance measurement 50 1 5 4.2600 1.25860 

Status meetings 50 4 5 4.5200 .50467 

Valid N (listwise) 50     

 

Regression Analysis 

Table 9: Regression Output  

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. B Std. Error Beta 

1 (Constant) 4.005 .613  1.611 .007 

Project Risk Identification .768 .345 .701 2.004 .032 

Project Risk Analysis .657 .309 .435 2.097 .043 

Project Risk Response Planning .567 .768 .987 2.970 .032 

Project Risk Monitoring And Control .342 .223 .336 1.238 .022 

R=0.899, R2=0.808, Adjusted R2= 0.801, Std Error, 2.00, F=0.360, Sig=0.012 

a. Dependent Variable: Project Performance  

The Coefficient of Determination or adjusted R 

square stands at 0.801. This essentially meant that 

80.10% of the variation in the project performance 

(the dependent variable) was explained by 

variability in the independent variables i.e. project 

risk monitoring and control, project risk response 

planning, project risk analysis, and project risk 

identification. As such, only 19.90% of the variation 

in project performance was explained by other 

factors not included in the model. At the 5% or 0.05 

level of significance, the Analysis of Variance 

(ANOVA) output delivered evidence to reveal that 

the slope of the regression line was not zero. This 

conclusion was reached since the P value of 0.012 

was less than 5% level of significance, i.e. p value < 

0.05. 

From the regression analysis output, all the 

regression coefficients for the independent 

variables i.e. project risk identification, project risk 

analysis, project risk response planning and project 

risk monitoring and control were statistically 

significantly different from 0 (zero). This was 

because their P Values were all less than 0.05. The 
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coefficient for project risk identification (0.768) was 

significantly different from 0 because its p-value of 

0.032 is less than 5% or 0.05 level of significance. 

The implication was that a unit increase in project 

risk identication activities would lead to a 0.768 unit 

increase in the project performance. The coefficient 

for project risk anaysis (0.657) was statistically 

significant since its p-value of 0.043 is less than 5% 

or 0.05 level of significance. The implication was 

that a unit increase in project risk analysis activities 

would lead to a 0.657 unit increase in the project 

performance of the systems digitization projects in 

public hospitals in Nyeri County. 

DISCUSSION  

The study sought to establish the effect of project 

risk management on the performance of health 

systems digitisation projects in public hospitals in 

Nyeri county of Kenya. Specifically, it pursued the 

determination of the effect of project risk 

identification, project risk analysis, project risk 

response planning and project risk monitoring and 

control on the performance of health systems 

digitalization projects in public hospitals in Nyeri 

County of Kenya. The study found that effect that 

all the independent variables under project risk 

management are useful predictors of project 

performance and that they all had a positive effect 

on project performance. This is in agreement with 

findings of Draper, Smith, & Pownell (1966) and 

Seber & Lee (2012), that at least one of the project 

risk management practices under assessment were 

useful predictors of project performance. The 

findings agree with past results by Rabechini and 

Monteiro (2013) and Kishk & Ukaga (2008) who 

underline project risk identification as key to project 

success and recommend integration in to the entire 

project life cycle. The findings agree with Kinyua et 

al., (2015) and Didraga (2013) who also found that 

project risk analysis plays an instrumental role in 

influencing the level of project success. The results 

are in agreement with past indications by Gitau 

(2015), Didraga (2013), and Raz, Shenhar and Dvir 

(2002) who established that project risk response 

planning impacts positively on project success. 

Findings of the study also agree with Jun et al. 

(2011), Daya (2014) and Didraga (2013) who also 

found project performance enhancing effects of 

project risk monitoring and control. 

CONCLUSION  

From the inferential statistics that allow inferences 

or generalisations to be made to the entire 

population, it was concluded that project risk 

management was key to influencing the level of 

project performance indicated by cost (budget), 

quality (scope), schedule (time), customer metrics 

(acquisition and retention), and learning and growth 

(talent retention and attraction) measures. On 

project risk identification, a conclusion is made that 

project risk identification strongly and positively 

influences project performance explained by cost 

(budget), quality (scope), schedule (time), customer 

metrics (acquisition and retention), and learning 

and growth (talent retention and attraction) 

measures. On project risk analysis, the study 

concludes based on regression analysis results that 

project risk analysis is a significant predictor of 

project performance represented by cost (budget), 

quality (scope), schedule (time), customer metrics 

(acquisition and retention), and learning and growth 

(talent retention and attraction) measures. 

On project risk response planning, the study 

concludes that project risk response planning has 

affects the level of project performance. Further, a 

conclusion was reached that project risk response 

planning has a strong, positive relationship with 

project performance indicated by cost (budget), 

quality (scope), schedule (time), customer metrics 

(acquisition and retention), and learning and growth 

(talent retention and attraction) measures. On 

project risk monitoring and control, it was 

concluded that project risk monitoring and control 

significantly drives the level of project performance. 
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The analysis informed a conclusion on the existence 

of a moderate relationship between project risk 

monitoring and control and project performance as 

indicated by cost (budget), quality (scope), schedule 

(time), customer metrics (acquisition and 

retention), and learning and growth (talent 

retention and attraction) measures. 

RECOMMENDATIONS  

The study recommended training of staff at all 

levels on different aspects of project risk 

management to further improve the 

implementation framework in order to ensure time 

(schedule), scope (quality) and cost (budget) 

compliance of the hospital systems digitization 

project while satisfying customer metrics 

(acquisition and retention), and learning and growth 

(talent retention and attraction) goals. On project 

risk identification, the study recommends more 

stakeholder engagement in project risk 

management to ensure more productive 

identification of project risks. Regarding project risk 

analysis, the study established that the analysis 

tools utilised were only moderately effective and 

viable in risk analysis. As such, the project 

management team should explore ways for 

enhancing the effectiveness of the tools in risk 

analysis by providing more orientation of 

stakeholders on this. On project risk response 

planning, the study recommends involvement of all 

stakeholders with interest in the hospital 

digitisation projects and adoption of a wide range of 

responses to risks with emphasis on risk prevention. 

Finally, on project risk monitoring and control, the 

study recommends that risk be monitored and 

controlled more frequently to ensure success of the 

hospital systems digitisation project.  

LIMITATIONS OF THE STUDY  

There were certain impediments that the 

researcher encountered in conducting the proposed 

research. The researcher encountered a non-

response situation where the departmental heads, 

who were the targeted respondents withheld 

information for fear of unknown or organisational 

policy on confidentiality. An introduction letter was 

obtained from the university to dispel fear by the 

respondents and as a guarantee that the research 

was purely meant to serve academic purposes. A 

research permit was also sought from the National 

Commission for Science and Technology.  The 

researcher also made an ethical commitment to 

keep all information gathered confidential. This 

worked well in boosting the response rate. 

SUGGESTIONS FOR FURTHER STUDY  

Owing to research resource constraints, the study 

was limited to public hospitals in Nyeri County, 

Kenya which is just a small fraction of hospital 

projects in Kenya. The study recommends future 

studies to cover a larger population such as hospital 

digitization projects in Kenya. The hospital projects 

targeted should include both private and public 

hospitals if within means. As such, a 

recommendation is made for a study on; the effect 

of project risk management on project performance 

for health digitization projects in Kenyan public and 

private universities. Resources are likely to have a 

ramification on the manner in which project risk 

management is conducted. In light of this, the study 

recommends that future studies focus on the role of 

resources and organizational capabilities in 

influencing the implementation of project risk 

management. A study on; the effect of 

organizational resources and capabilities on project 

performance is therefore recommended. Future 

studies should also consider other projects other 

than hospital systems digitization projects. 



 2546 | The Strategic Journal of Business & Change Management. ISSN 2312-9492(Online) 2414-8970(Print). www.strategicjournals.com 

REFERENCES  

Abdellaoui, M., Bleichrodt, H., & Paraschiv, C. (2007). Loss aversion under prospect theory: A parameter-free 
measurement. Management Science, 53(10), 1659–1674. 

Abdellaoui, M., Bleichrodt, H., & Paraschiv, C. (2007). Loss aversion under prospect theory: A parameter-free 
measurement. Management Science, 53(10), 1659–1674. 

Anbari, F. T. (2003). Earned value project management method and extensions. Project Management Journal, 34(4), 
12–23. 

Ball, M. J. (2003). Hospital information systems: perspectives on problems and prospects, 1979 and 
2002. International Journal of Medical Informatics, 69(2), 83–89. 

Baratta, A. (2006). The Triple Constraint, A Triple Illusion. In 2006 PMI Global Congress Proceedings–Seattle, 
Washington. Retrieved from http://www.ucipfg.com 

Barberis, N. C. (2012). Thirty years of prospect theory in economics: A review and assessment. National Bureau of 
Economic Research. Retrieved from http://www.nber.org 

Barclay, C. (2008). Towards an integrated measurement of IS project performance: The project performance 
scorecard. Information Systems Frontiers, 10(3), 331–345. 

Barkley, B. (2004). Project risk management. McGraw Hill Professional. 

Bititci, U. S., Turner, Ut., & Begemann, C. (2000). Dynamics of performance measurement systems. International 
Journal of Operations & Production Management, 20(6), 692–704. 

Borzekowski, R. (2009). Measuring the cost impact of hospital information systems: 1987–1994. Journal of Health 
Economics, 28(5), 938–949. 

Bulmberg, B., Cooper, D. R., & Schindler, P. S. (2011). Business research methods. McGraw-Hill/Irwin, Boston. 

Burke, R. (2013). Project management: planning and control techniques. New Jersey, USA. Retrieved from 
http://www.cupa.ir 

Cervone, H. F. (2006). Project risk management. OCLC Systems & Services: International Digital Library 
Perspectives, 22(4), 256–262. 

Cicmil, S., & Hodgson, D. (2006). New possibilities for project management theory: A critical engagement. Project 
Management Journal, 37(3), 111. 

De Reyck, B., Grushka-Cockayne, Y., Lockett, M., Calderini, S. R., Moura, M., & Sloper, A. (2005). The impact of project 
portfolio management on information technology projects. International Journal of Project Management, 23(7), 524–
537. 

Didraga, O. (2013). The Role and the Effects of Risk Management in IT Projects Success. Informatica Economica, 17(1), 
86. 



 2547 | The Strategic Journal of Business & Change Management. ISSN 2312-9492(Online) 2414-8970(Print). www.strategicjournals.com 

Doherty, N. (2000). Integrated risk management: Techniques and strategies for managing corporate risk. McGraw Hill 
Professional. 

Draper, N. R., Smith, H., & Pownell, E. (1966). Applied regression analysis (Vol. 3). Wiley New York. Retrieved from 
https://leseprobe.buch.de 

Durbin, J., & Watson, G. S. (1971). Testing for serial correlation in least squares regression. III. Biometrika, 58(1), 1–19. 

Elkington, P., & Smallman, C. (2002). Managing project risks: a case study from the utilities sector. International 
Journal of Project Management, 20(1), 49–57. 

Gichoya, D. (2005). Factors affecting the successful implementation of ICT projects in government. The Electronic 
Journal of E-Government, 3(4), 175–184. 

Gichoya, D., Hepworth, M., & Dawson, R. (2006). Factors affecting the success and failure of government ICT projects 
in developing countries. In Proceedings of the 2nd International Conference on E-Government, Dublin, Ireland. 

Gitau, L. M. (2015). The effects of risk management at project planning phase on performance of construction 
projects in Rwanda. Retrieved from http://www.jkuat.ac.ke 

Glejser, H. (1969). A new test for heteroskedasticity. Journal of the American Statistical Association, 64(325), 316–
323. 

Gliem, J. A., & Gliem, R. R. (2003). Calculating, interpreting, and reporting Cronbach’s alpha reliability coefficient for 
Likert-type scales. Midwest Research-to-Practice Conference in Adult, Continuing, and Community Education. 
Retrieved from https://scholarworks.iupui.edu 

Haux, R., Winter, A., Ammenwerth, E., & Brigl, B. (2013). Strategic information management in hospitals: an 
introduction to hospital information systems. Springer Science & Business Media. 

Jeffery, M., & Leliveld, I. (2004). Best practices in IT portfolio management. MIT Sloan Management Review, 45(3), 41. 

Jun, L., Qiuzhen, W., & Qingguo, M. (2011). The effects of project uncertainty and risk management on IS 
development project performance: A vendor perspective. International Journal of Project Management, 29(7), 923–
933. 

Kahneman, D., & Tversky, A. (1979). Prospect theory: An analysis of decision under risk. Econometrica: Journal of the 
Econometric Society, 263–291. 

Kimama, F. M. (2011). Challenges facing the implementation of hospital management information systems in hospitals 
in Nairobi. Retrieved from http://erepository.uonbi.ac.ke 

Kinyua, E., Ogollah, K., & Mburu, D. K. (2015). Effect of risk management strategies on project performance of small 
and medium information communication technology enterprises in Nairobi, Kenya. Retrieved from 
http://ijecm.co.uk/wp-content/uploads/2015/02/3221.pdf 

Kishk, M., & Ukaga, C. (2008). The impact of effective risk management on project success. In Proceedings of the 24th 
Annual ARCOM conference. ARCOM. Retrieved from https://openair.rgu.ac.uk 



 2548 | The Strategic Journal of Business & Change Management. ISSN 2312-9492(Online) 2414-8970(Print). www.strategicjournals.com 

Kothari, C. R. (2011). Research methodology: methods and techniques. New Age International. 

Kutner, M. H., Nachtsheim, C., & Neter, J. (2004). Applied linear regression models. McGraw-Hill/Irwin. 

Larson, E. W., & Gray, C. F. (2011). Project management: The managerial process. Retrieved from 
http://amberton.mylifeblue.com 

Laudon, K. C., & Laudon, J. P. (2000). Management information systems (Vol. 6). Prentice Hall Upper Saddle River, NJ. 
Retrieved from http://sutlib2.sut.ac.th 

Lauras, M., Marques, G., & Gourc, D. (2010). Towards a multi-dimensional project performance measurement 
system. Decision Support Systems, 48(2), 342–353. 

Liu, R. X., Kuang, J., Gong, Q., & Hou, X. L. (2003). Principal component regression analysis with SPSS. Computer 
Methods and Programs in Biomedicine, 71(2), 141–147. 

Long, J. S., & Ervin, L. H. (2000). Using heteroscedasticity consistent standard errors in the linear regression 
model. The American Statistician, 54(3), 217–224. 

McNeil, A. J., Frey, R., & Embrechts, P. (2015). Quantitative risk management: Concepts, techniques and tools. 
Princeton university press. 

Mobey, A., & Parker, D. (2002). Risk evaluation and its importance to project implementation. Work Study, 51(4), 
202–208. 

Mugenda, O. M., & Mugenda, A. G. (2003). Research methods. Nairobi: ACTS. 

Navon, R. (2007). Research in automated measurement of project performance indicators. Automation in 
Construction, 16(2), 176–188. 

Norazian, M. Y., Hamimah, A., & Ahmad Faris, O. (2008). Clients‟ Perspectives of Risk Management Practice in 
Malaysian Construction Industry. Journal of Politics and Law, 1(3). 

Norrie, J., & Walker, D. (2004). A balanced scorecard approach to project management leadership. Project 
Management Journal, 35(4), 47–56. 

Ochara, N. M. (2010). Assessing irreversibility of an E-Government project in Kenya: Implication for 
governance. Government Information Quarterly, 27(1), 89–97. 

Oehmen, J., Olechowski, A., Kenley, C. R., & Ben-Daya, M. (2014). Analysis of the effect of risk management practices 
on the performance of new product development programs. Technovation, 34(8), 441–453. 

Orodho, A. J., & Kombo, D. K. (2002). Research methods. Nairobi: Kenyatta University, Institute of Open Learning. 

Ott, R. L., & Longnecker, M. (2015). An introduction to statistical methods and data analysis. Nelson Education. 

Pearlson, K., & Saunders, C. S. (2004). Managing and using information systems: A strategic approach. Wiley New 
York, NY. Retrieved from http://www3.cis.gsu.edu 



 2549 | The Strategic Journal of Business & Change Management. ISSN 2312-9492(Online) 2414-8970(Print). www.strategicjournals.com 

Pennock, M. J., & Haimes, Y. Y. (2002). Principles and guidelines for project risk management. Systems 
Engineering, 5(2), 89–108. 

Pryke, S. D. (2005). Towards a social network theory of project governance. Construction Management and 
Economics, 23(9), 927–939. 

Rabechini Junior, R., & Monteiro de Carvalho, M. (2013). Understanding the Impact of Project Risk Management on 
Project Performance: an Empirical Study. Journal of Technology Management & Innovation, 8, 6–6. 

Raz, T., Shenhar, A. J., & Dvir, D. (2002a). Risk management, project success, and technological uncertainty. R&D 
Management, 32(2), 101–109. 

Raz, T., Shenhar, A. J., & Dvir, D. (2002b). Risk management, project success, and technological uncertainty. R&D 
Management, 32(2), 101–109. 

Razali, N. M., & Wah, Y. B. (2011). Power comparisons of shapiro-wilk, kolmogorov-smirnov, lilliefors and anderson-
darling tests. Journal of Statistical Modeling and Analytics, 2(1), 21–33. 

Rozenes, S., Vitner, G., & Spraggett, S. (2006). Project control: literature review. Project Management Institute. 

Saunders, A., Cornett, M. M., & McGraw, P. A. (2006). Financial institutions management: A risk management 
approach (Vol. 8). McGraw-Hill/Irwin. 

Seber, G. A., & Lee, A. J. (2012). Linear regression analysis (Vol. 936). John Wiley & Sons. 

Shapiro, S. S., & Wilk, M. B. (1965). An analysis of variance test for normality (complete samples). Biometrika, 591–
611. 

Sharpe, W. F. (1970). Portfolio theory and capital markets. McGraw-Hill College. 

Solomon, P. J., & Young, R. R. (2007). Performance-based earned value. Citeseer. Retrieved from 
http://citeseerx.ist.psu.edu 

Stoneburner, G., Goguen, A. Y., & Feringa, A. (2002). Sp 800-30. risk management guide for information technology 
systems. Retrieved from http://dl.acm.org 

Tatnall, A., & Gilding, A. (2005). Actor-Network Theory in Information Systems Research. Retrieved from 
http://www.igi-global.com 

Turner, J. R. (2014). The handbook of project-based management (Vol. 92). McGraw-hill. 

Wakker, P. P. (2010). Prospect theory: For risk and ambiguity. Cambridge University Press. 

Ward, S., & Chapman, C. (2003). Transforming project risk management into project uncertainty 
management. International Journal of Project Management, 21(2), 97–105. 


